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Abstract—Existing sound retrieval systems are mostly based on 

a textual query. Using text to describe a sound signal is not 

intuitive and is often inaccurate due to subjective impression of 

the user; different people may use different words to describe the 

same sound which makes theses system complex to design and 

unintuitive to use. Vocal imitation, however, is the most natural 

human way to describe a sound. In this paper we consider a newly 

rising approach for sound retrieval based on vocal imitations, 

where the user records himself imitating the desired sound, and 

the system retrieves a ranked list of the most similar sounds in the 

dataset. In this work we represent sound signals using histograms, 

obtained with respect to a Gaussian Mixture Model (GMM), 

representing the spectral domain. This recently proposed 

approach was successfully applied for word representation in a 

keyword spotting task. Having a fixed length representation for 

vocal imitation signals allows us to train a robust classifier using 

support vector machine (SVM). Given a test imitation signal, we 

apply the classifier and use the output score to rank the retrieved 

signals, based on a majority vote. Our simulation results show that 

the proposed system yields a more accurate ranking compared 

with other existing solutions. 
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I. INTRODUCTION 

    With the rapid evolution of technology, there has been a 

growing interest in voice retrieval systems. These systems have 

become useful in many audio applications, specifically those 

involving human interactions. Standard systems based on 

textual quarries are not effective since they often require a 

detailed (and sometimes subjective) description of the voice 

content which makes the process complex, unintuitive and time 

consuming. In addition, due to the subjective nature of 

describing voice signals by text, the system may retrieve 

irrelevant output signals [1]. A Query-by-Example (QBE) 

sound retrieval systems [2] overcomes these difficulties of text 

based systems. Given an input signal, the system searches for 

the most similar signal in the library database. QBE techniques 

are frequently used in real applications thanks to their 

efficiency and effectiveness, Microsoft, for example, 

implemented the "Visual Query by Example" system that 

improved the usability of searching images [3]. 

 

   In this paper we propose an audio retrieval by voice imitation 

system based on the QBE approach. Given a test imitation 

signal, the main task is to retrieve a ranked list of the top-k 

sounds that are most similar to the input signal. The advantage 

of this system is that it allows the user to describe the desired 

audio sound in the most intuitive manner – by imitation – rather 

than describing it using text. Moreover, communicating 

between humans with different languages mostly depends on 

mimicking by vocals or hand movements. Therefore, when a 

human asked to describe a specific sound concept, the most 

trivial response will be imitating it. 

   Despite the advantages of the retrieval by vocal imitation 

mentioned above, designing the system still presents challenges 

such as extracting appropriate features from the received input 

imitations: the imitation sound input could be noisy, imitation 

of the same sound could differ from human to human because 

of the different intonations and accents, languages and gender. 

Therefore, a major challenge for such system is to effectively 

represent the imitated signals and to capture similarities and 

dissimilarities, such that the correct sound would be retrieved 

while irrelevant differences (such as noise, accent, gender etc.)  

would be discarded.  
 

   In [8], an audio retrieval by vocal imitation system was 

proposed. The proposed system adapts the automatic feature 

learning approach [11], based on Neural Networks (NN), to fit 

the training data in an unsupervised way. In this system, a time-

frequency representation, the Constant-Q Transform (CQT) 

[12] is used as an input to the NN, instead of using the audio 

waveforms. Training of the NN involves a heavy 

computational load and requires fast processors and large 

memory resources, as well as a large data set for training.  

 

   In this paper, we propose a more light-weighted system, not 

requiring heavy computations. Inspired by a recently proposed 

approach for Keyword Spotting (KWS) [6], we represent the 

imitation signals using histograms. The histograms are 

extracted with respect to a Gaussian Mixture Model (GMM), 

trained to model the spectral domain. This approach proved to 

be efficient, in terms of accuracy in detecting the keyword, 

even when the training set is small and or under noisy 

conditions. As a first stage in training the proposed system, we 

evaluate the GMM parameters using Mel Frequency Cepstral 

Coefficients (MFCC’s) [4] as features. Given the MFCC’s 

related to an imitation signal, a histogram is extracted based on 

the posterior probabilities with respect to the Gaussian 

components. We feed the histograms along with their labels 

(the actual sound that was imitated) to a Support Vector 

Machine (SVM) classifier using the standard LIBSVM 

package [7]. Given a test imitation signal we apply the SVM 

Audio Retrieval By Voice Imitation 



2018 ICSEE International Conference on the Science of Electrical Engineering 

  

 

  

classifier onto its histogram representation to produce a 

probabilistic classification and obtain the output ranking. 

 

   The remainder of this paper is organized as follows: In 

Section 0, we provide a short description of the approach 

proposed in [8], which is our main benchmark.  Section III, 

addresses the general setup of our sound retrieval system by 

vocal imitation and the structure of the dataset we used. Section 

IV presents the proposed retrieval system and its 

implementation. Section V addresses the evaluation measures 

used to evaluate the system performance. Finally, in section VI 

we present our experimental results, evaluating our system 

performance and comparing it to the benchmark system 

proposed in [8]. 

II. RELATED WORK 

   Yichi et al. [8] proposed a supervised system based on 

automatic feature learning via neural network (NN). The 

features were learned using a Stacked Auto Encoder (SAE) 

with two hidden layers. The input of the SAE was a 6-octave 

CQT – a time-frequency representation of the imitation signals. 

The learnt features were used to train an SVM multi-class 

classifier. Training of the SAE requires heavy computational 

resources, both in terms of processing and in terms of memory. 

These issues were taken into consideration in our work; our 

GMM based system demands far less complexity and very 

small memory space. As aforementioned, we consider the 

supervised system proposed in [8] as a benchmark, to allow 

performance comparison. In [8], the authors compares their 

system performance with the baseline system, proposed in [13]. 

This system differs from the SAE-based system only in the 

feature extraction, where the authors used the Timbre Toolbox 

[14] for extraction 472-d feature vector. 

III. PROBLEM SETUP 

   To train and evaluate our proposed system we used the 

VocalSketch Data Set v1.0.4 [5], which includes four 

categories of different types of real life sounds: Acoustic 

instruments, commercial synthesizers, every-day and single-

synthesizer. For each category there are two types of imitations, 

the first, noted “excluded” consists recordings of users asked to 

imitate various sounds without hearing it before. The second 

type, noted “included”, consists recordings where users 

listened the sounds and then imitated them. Yichi et al. [8] used 

this data set to evaluate their system as well as their benchmark 

system. In order to compare their system performance with 

another system that used the same database. To allow a head to 

head comparison, we evaluated the performance of our 

proposed approach using the very same experimental setup.  

IV. PROPOSED SYSTEM 

   In this section we describe in detail the building blocks of our 

proposed approach for vocal imitation retrieval, as presented in 

Fig. 1.  

MFCC extraction: We extract 39 MFCC to obtain a spectral-

temporal representation of the imitation signals. We use a 

25msec frame-size and a 10msec frameshift, taking delta and 

double-delta features and 3 additional energy coefficients as 

described in [10], ending  up with 39 features, for each frame. 

 

GMM Training: GMM parameters, i.e., weights, mean vectors 

and covariance matrices are estimated using the Expectation 

Maximization algorithm [9]. We use MFCC features extracted 

from the “excluded” database to train the GMM, which 

provides a sufficiently large dataset for this purpose, without 

involving data samples for testing and cross-validation of our 

classifier. 

Histogram extraction: We perform the following procedure 

(also explained in [6]) to extract a histogram representation for 

each imitation signal. Firstly, we obtain 39 MFCC features

 1 2, , ,
wTx x x , where 1, , wt T  , is the frame index. 

Secondly, we evaluate the posterior probabilities, ( )tz m  of each 

MFCC vector,  
ix , with respect to the GMM: 

( ) ( | )t tz m P m x                                     (1) 

 

Fig. 1: Block diagram of our proposed system in testing mode, 

where the test imitation is the input signal 

 

 

 

Fig. 2 Histogram extraction: top - posterior probability matrix evaluated 

using eqn. (1); bottom - extracted histogram using eqn. (2-3). 
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where 1, ,m M is the Gaussian component (we used

100M ). For each time frame we find the dominant Gaussian 

component which has maximal probability by setting it to 1 and 

the rest to be zero, to obtain the following indicator:  

1 argmax  ( )
( )

0 otherwise
t

t

m z m
u m


                       (2) 

Thirdly, we evaluate the histogram representation by averaging 

the posterior probabilities through time. Formally, the 

histogram representation of the imitation signal, noted by v is   

evaluated by  

 
1

1 wT

m t

tw

v u m
T 

                        (3) 

where mv  is an element in the vector v . Altogether, the 

histogram representation, as evaluated by eqn. (1)-(3), counts 

the fraction of times a certain Gaussian component led to the 

highest probability, as visually demonstrated in Fig. 2. 

 

SVM Classification: As described above, the overall task is to 

rank the relevance of the given imitation signal to each of the 

sound classes in the data set. We use the sound classes of each 

imitation given in the data set as labels, and train a multi-class 

SVM classifier using the standard LIBSVM package [7]. We 

use a Radial Basis Function (RBF) kernel, where parameters 

are set by a 5-fold cross-validation process. We used an all-

pairs configuration, meaning that we train a set of binary 

classifiers, one per each pair-wise combination of sound 

classes. The output score of these binary classifiers is used to 

evaluate the output ranked list, as described in the next section. 

 

Ranking: Let N  be the number of the sound classes. The 

amount of possible pairs of classes is ( 1) / 2N N  . Therefore, 

given a test histogram, the output of the all-pairs classifier is a 

( 1) / 2N N  vector of scores, each indicating the probability that 

the histogram relates to one of the examined sound class, or to 

the other. We evaluate the majority vote by counting the 

amount of ‘battles’ each class won, i.e., it lead to the higher 

score. We sort the sound classes according to their votes from 

high to low which finally comprises the final output of our 

proposed system. 

V. EVALUATION MEASURES 

We use two standard measures to evaluate the performance of 

our proposed system. 
 1. Classification accuracy: defined as the percentage of 

correctly classified imitations among all imitations in the test 

set. We calculated the accuracy for each one of the four 

categories of the dataset. The classification accuracy measures 

performance of the system, considering only the first element 

of the ranked list.    

 2. Mean Reciprocal Rank (MRR): note 
irank as the ranking of 

the sound class of the given test imitation and Q as the overall 

size of the testing set. The MRR is defined as [1], 

 

1

1 1Q

i i

MRR
Q rank

                                           (3) 

A successful retrieval system would rank the correct sound 

class as one of the first items in the list, so the MRR value would 

be closer to 1.  

VI. RESULTS  

In this section we present the overall performance of our 

system, evaluated on the VocalSketch dataset. As mentioned 

above, we used the same data set as [8] to allow a head to head 

comparison.  
 

TABLE  1 presents the performance (both accuracy and MRR 

measures) for the baseline system [13], the proposed 

supervised system in [8], and our proposed system, for the four 

categories. Our proposed solution outperforms the baseline 

system and the SAE based system proposed in [8] in two 

categories (marked in boldface) and comes in the second place 

in the other two categories. 

Moreover, it is worth mentioning that we performed the 

same process (histograms calculation, classification and 

ranking) for the same imitation examples but with another type 

of extracted features – CQT. This experiment didn't lead to a 

good performance compared with the presented results. The 

classification results of the CQT, accuracy and MRR, are not 

as high as the proposed, baseline and SAE based system results. 

 

 

TABLE  1   RESULTS AND COMPARISON WITH EXISTING SYSTEMS PEFORMANCE 

 

 

 

 

 

 

 

 

 

Our system System from [8] Baseline system  

MRR 

(Proposed) 

Accuracy 

(Proposed) 

MRR 

[8]  

Accuracy 

[8] 

MRR 
(Baseline) 

Accuracy  

(Baseline) 
 

Category 

0.515 41.94% 0.5437 35.5% 0.5114 27.00% Acoustic 

Instruments 

0.3431 27.21% 0.3881 23.50% 0.4547 29.00% Commercial 

Synthesizer 

0.47 39.7% 0.4197 27.50% 0.4168 26.33%  

Everyday 

0.581 52% 0.5822 43.00% 0.4832 30.50% Single Synthesizer 
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VII. CONCLUSION  

In this paper, we proposed an alternative method which 

adapts the approach of sound retrieval by vocal imitations. The 

proposed retrieval system by voice imitation system is a 

supervised system that views the retrieval task as a 

classification problem, where SVM is used for this task. The 

SVM classifier is trained on the histogram calculated from the 

imitations signals. Histograms are extracted using a pre-trained 

GMM that models the MFCC vectors extracted from the 

sounds.  

Our GMM-based system is simpler and more easily trained 

in terms of computational complexity and memory 

requirements than the SAE based system. Still, according to our 

simulations, it came in best in two of the four categories, and 

second (almost comparable) in the other two. 
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