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ABSTRACT

In this paper, we introduce a Markov-switching generalized
autoregressive conditional heteroscedasticity (GARCH) model
in the short-time Fourier transform (STFT) domain. A GARCH
model is utilized with Markov switching regimes, where the
parameters are assumed to be frequency variant. The model
parameters are evaluated in each frequency subband and a spe-
cial state (regime) is de�ned for the case where speech coef�-
cients are absent or bellow a threshold level. The problem of
speech enhancement under speech presence uncertainty is ad-
dressed and it is shown a soft voice activity detector may be
inherently incorporated within the algorithm. Experimental res-
ults demonstrate the potential of our proposed model to improve
noise reduction while retaining weak components of the speech
signal.

1. INTRODUCTION

Statistical modeling of speech signals in the short-time
Fourier transform (STFT) domain is of much interest
in many speech enhancement applications. The Gaus-
sian model [1] enables to derive useful estimators for
the speech expansion coef�cients such as the minimum
mean-square error (MMSE) of the short-term spectral
amplitude (STSA), as well as MMSE of the log-spectral
amplitude (LSA) [1, 2]. Recently, a generalized autore-
gressive conditional heteroscedasticity (GARCH) model
has been introduced for statistically modeling speech sig-
nals in the STFT domain [3]. However, the proposed
model assumes that the parameters are both time and fre-
quency invariant and it also requires an independent de-
tector for speech activity in the time-frequency domain.
A Markov-switching time-frequency GARCH (MSTF-
GARCH) model has been proposed in [4] for modeling
nonstationary signals in the time-frequency domain. Ac-
cordingly, the parameters are allowed to change in time
according to the state of a hidden Markov chain (e.g.,
switching between speech phonemes), but the parameters
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are still frequency-invariant. The model is estimated us-
ing training signals based on maximum likelihood (ML)
approach and a recursive algorithm has been derived for
conditional variance estimation and signal reconstruction
from noisy observations. However, not only that differ-
ent phonemes may result in different GARCH paramet-
ers, speech signals are generally characterized by differ-
ent both volatility and energy levels in various frequency
bands. Therefore, different parameters may better repres-
ent different frequency subbands.
In this paper, we modify the MSTF-GARCHmodel by as-
suming different Markov chains in distinct subbands with
identical state transition probabilities. The GARCH para-
meters are state dependent and frequency variant. We
de�ne an additional state for the case where speech coef�-
cients are absent (or bellow a certain threshold level) and
introduce parameter estimation method which is computa-
tionally more ef�cient than the traditional ML approach.
Furthermore, the probability of the speech absence state
can be used as a soft voice activity detector which is
naturally generated in the reconstruction algorithm. Ex-
perimental results demonstrate improved noise reduction
performance while preserving weak components of the
speech signal.
Section 1 introduces the statistical model. In Section 2,
we show how the model parameters can be estimated and
in Section 3, we derive the speech enhancement algorithm
based on the proposed model. Finally, in Section 4 we
evaluate the performance of the proposed algorithm.

2. MODEL FORMULATION

Let fXtk j t = 0; 1; :::T � 1; k = 0; 1; :::;K � 1g denote
the coef�cients of a speech signal in a STFT domain,
where t is the time frame index and k is the frequency-
bin index. Let fvtkg be iid complex Gaussian random
variables with zero-mean and unit variance, let �n denote
the nth frequency subband with n 2 f1; 2; :::; Ng and
N < K. An (m+ 1)-state hidden Markov chain is as-
sumed for each frequency subband, denoted by St (�n),
with a realization st (�n) 2 f0; 1; :::;mg and state trans-



ition probabilities which are independent of the subband
index. Let It denote all available information up to time
t, i.e., fX�k j � = 0; 1; :::; t; k = 0; 1; :::;K � 1g and the
regimes (states) path. Given the active state St (�n) =
st (�n), the one-frame-ahead conditional variance of the
spectral coef�cientXtk, k 2 �n is de�ned by �tkjt�1;st ,
E
n
jXtkj2 j It�1; st

o
, with st = st (�n). The speech

spectral coef�cients are assumed to follow an MSTF-
GARCH process of order (1; 1) [4]:

Xtk =
q
�tkjt�1vtk ; k 2 �n (1)

�tkjt�1 � �tkjt�1;st = �min;n;st + �n;st jXt�1;kj
2

+ �n;st
�
�t�1;kjt�2 � �min;n;st�1

�
; (2)

where �min;n;st > 0 and �n;st ; �n;st � 0 are suf�cient
constrains for the positivity of the one-frame-ahead con-
ditional variance, given that the initial conditions satisfy
�0kj�1;s0 � �min;n;s0 for all k 2 �n and s0 = 0; 1; :::;m.
Note that the model formulation in [4] is slightly differ-
ent. We assume that the parameters are frequency depend-
ent while each �min;n;st de�nes the minimum value of
the conditional variance in subband �n under St (�n) =
st. Let ast�1;st , p (St = st jSt�1 = st�1), let �s de-
notes the stationary probability of state s and let 	 be an
(m+ 1)� (m+ 1) matrix with elements

 s+1;~s+1 =
�~s
�s
a~s;s

�
�n;s + �n;s

�
; s; ~s = 0; 1; :::;m :

(3)
Then, a necessary and suf�cient condition for asymptotic
wide-sense stationarity of the model de�ned in (1) and (2)
is � (	) < 1, where � (�) denotes spectral radius [5]. This
condition is also necessary to ensure a �nite second mo-
ment for the process.
The unconditional expectation of the state-dependent one-
frame-ahead conditional variance follows

E
�
�tkjt�1;st

	
=�min;n;st + �n;stE

n
jXt�1;kj2 j st

o
+ �n;stE

�
�t�1;kjt�2 j st

	
� �n;stE

�
�min;n;st�1 j st

	
(4)

with

E
�
�min;n;st�1 j st

	
=
X
st�1

p (st�1 j st)�min;n;st�1

=
X
st�1

�st�1
�st

ast�1;st�min;n;st�1 : (5)

Therefore, the stationary variance of the process is given
by (see [5])

lim
t!1

E
n
jXtkj2

o
= � (Im+1 �	)�1 ~�min;n ; (6)

where � is a row vector of the stationary probabilities,
Im+1 is the identity matrix of orderm+ 1,

~�min;n ,
h
~�min;n;0; ~�min;n;1; :::; ~�min;n;m

iT
(7)

and

~�min;n;s , �min;n;s �
�n;s
�s

X
~s

�~sa~s;s�min;n;~s : (8)

3. MODEL ESTIMATION

The estimation of a GARCH model with Markov regimes
is generally obtained from a training set using ML ap-
proach [6, 7]. However, the maximization of the likeli-
hood function is numerically unstable for multi-regime
processes and only a local maxima can be generally ob-
tained. Assuming an (m+ 1)-state Markov chain with
GARCH of order (1; 1) in each regime, the maximiza-
tion process generates (m+ 1)2 variables for the trans-
ition probabilities and additional 3 � (m+ 1) variables
for the GARCH parameters in each regime. Speech sig-
nals in the STFT domain demonstrate different levels of
magnitudes in different subbands and the coef�cients are
generally sparse. Therefore, we limit the conditional vari-
ances in each subband within a dynamic range of �g dB
and de�ne a special state for speech absence hypothesis.
Let �g , maxt;k jXtkj2 and �n , maxt;k2�n jXtkj2 de-
note the global maximum energy and the local maximum
energy of the coef�cients (in subband �n), respectively.
Then, for the speech absence state (namely, st = 0), we
set

�min;n;0 = 10
log10 �g��g=10 ; �n;0 = �n;0 = 0 : (9)

Under speech presence, a local dynamic range of �` dB
(�` < �g) is assumed for the conditional variances. Fur-
thermore, the parameters �min;n;s, s > 0 are chosen to
enable tracking any transients between different levels of
magnitudes results in switching the active state. Without
loss of generality, we sort the states according to the min-
imum variance level such that

�min;n;1 = max
n
�min;n;0; 10

log10 �n��`=10
o
; (10)

and for s = 2; :::;m, �min;n;s are log-spaced between
�min;n;1 and �n. Each state practically represents differ-
ent �oor level for the spectral coef�cients' variance. The
parameters �n;s; �n;s for s > 0 set the volatility level of
the conditional variance and they are chosen as follows.
Assuming an immutable state s, the stationary variance
follows

�1;n;s , lim
t!1; k2�n

�tkjt�1;s = �min;n;s
1� �n;s

1� �n;s � �n;s
(11)



provided that �n;s + �n;s < 1. Since different states are
related to different dynamic ranges in ascending order, we
constrain �1;n;s � �min;n;s+1 and therefore

1� �n;s
1� �n;s � �n;s

� �min;n;s+1
�min;n;s

: (12)

The autoregressive parameters, �n;s, are chosen experi-
mentally while the moving average parameters, �n;s, are
chosen to satisfy equality in (12). Although the clean sig-
nal is assumed to be available for the model estimation, it
is only the high energy values that are needed in each sub-
band. These values can be practically estimated from the
noisy coef�cients using the spectral subtraction approach.
The state transition probabilities can be estimated from
test signals such that each active state is determined by
the energy level of the subband.

4. SPECTRAL ENHANCEMENT OF NOISY
SPEECH

Let Dtk denote the spectral coef�cients of a noise
signal which is uncorrelated with the speech signal
and assume that Dtk � CN

�
0; �2tk

�
. Let Ytk =

Xtk + Dtk be the noisy observations and let Yt ,
fY�k j � = 0; 1; :::; t ; k = 0; 1; :::;K � 1g denote the set
of the observed coef�cients up to time t. The noise vari-
ance �2tk is assumed to be known and it can be practically
estimated using the improved minima controlled recursive
averaging approach [8]. Reconstruction of the one-frame-
ahead conditional variances of the speech coef�cients is
carried out recursively for each state by

�̂tkjt�1;st = �min;n;st + �n;stE
n
jXt�1;kj2 j Yt�1; st

o
+�n;stE

�
�t�1;kjt�2 j Yt�1; st

	
��n;stE

�
�min;n;st�1 j Yt�1; st

	
; (13)

where

E
n
jXt�1;kj2 j Yt�1; st

o
=
X
st�1

p
�
st�1 j st;Yt�1

�
E
n
jXt�1;kj2 j Yt�1; st�1

o
,
X
st�1

p
�
st�1 j st;Yt�1

�
�̂t�1;kjt�1;st�1 ; (14)

E
�
�t�1;kjt�2 j Yt�1; st

	
'
X
st�1

p
�
st�1 j st;Yt�1

�
�̂t�1;kjt�2;st�1 (15)

and

E
�
�min;n;st�1 j Yt�1; st

	
=
X
st�1

p
�
st�1 j st;Yt�1

�
�min;n;st�1 : (16)

A detailed algorithm for the conditional variance restora-
tion is described in [4].
Having an estimate for the speech coef�cient's second or-
der moment under each state, �̂tkjt;st , estimates of the
speech coef�cients are obtained by minimizing the mean-
square error of the log-spectral amplitude (LSA). Let

�̂tk;st ,
�̂tkjt;st
�2tk

; #̂tk;st ,
�̂tk;st

1 + �̂tk;st
� jYtkj

2

�2tk
: (17)

Then, the LSA estimation of the speech coef�cients is
given by

X̂tk = Ytk
Y
st

G
�
�̂tk;st ; #̂tk;st

�p(st j Yt)
; (18)

where

G (�; #) =
�

1 + �
exp

�
1

2

Z 1

#

e�t

t
dt

�
(19)

is the LSA gain function [2] and the state probabilities,
p (st j Yt), are evaluated according to [4].

5. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we demonstrate the application of the pro-
posed model to speech enhancement and to speech pres-
ence probability estimation.
The enhancement evaluation includes two objective qual-
ity measures; segmental SNR and log-spectral distortion
(LSD). The speech signals used in our evaluation are taken
from the TIMIT database. The signals are sampled in
16 kHz, degraded by a nonstationary factory noise and
transformed into the STFT domain using half overlapping
Hamming windows of 32 msec length. Twenty subbands
are considered with global and local dynamic ranges of
�g = 50 dB and �` = 20 dB, and four-state Markov
chains (i.e., m = 3) for each subband. The autoregress-
ive parameters used in our simulations are �n;s = 0:8
for all n and s > 0. In each subband, the state persist-
ence probability is 0:8 and as;~s are equally chosen for
all s 6= ~s. Figure 1 demonstrates the spectrograms and
waveforms of a clean signal, noisy signal with SNR of
5 dB, and the enhanced signal obtained by the proposed
algorithm. It shows that the background noise is highly
attenuated while weak speech components are retained,
even while noise transients occur. Furthermore, the seg-
mental SNR and the LSD are improved. A subjective
study of speech spectrograms and informal listening tests
con�rm that the quality of the enhanced speech is im-
proved by using frequency-dependent parameters which
are derived from the different energy levels.



(a) (b) (c)

Figure 1: Speech spectograms and waveforms. (a) Clean signal: "Try any other line."; (b) speech corrupted by factory noise with 5
dB SNR (LSD= 6:68 dB, SegSNR= 0:05 dB); (c) speech reconstructed by using 4-state model (LSD= 3:14 dB, SegSNR= 6:76 dB).

Figure 2: Conditional speech presence probability obtained by
the proposed algorithm and by the decision-directed based al-
gorithm.

The conditional speech presence probability results from
the enhancement algorithm is compared with the stat-
istical model-based voice activity detector (with hang-
over) of Sohn et al. [9] when applied to subbands.
The later evaluates the conditional likelihood Lt ,
p (Yt jSt 6= 0) =p (Yt jSt = 0) by utilizing the decision-
directed approach for the a priori SNR estimation (as-
suming only two states). The conditional speech
presence probability is obtained by p (St 6= 0 j Yt) =
�Lt= (1 + �Lt), where � , p (St 6= 0) =p (St = 0) is
the a priori probabilities ratio. Figure 2 demonstrates
the speech presence probabilities achieved when both al-
gorithms are applied to a speech signal corrupted by a
white Gaussian noise with SNR of 15 dB. The instantan-
eous SNR is de�ned as the ratio between the norms of the
clean signal and the noise signal in each subband. It can
be seen that the speech presence probability, derived from
our proposed algorithm, results in a higher dynamic range
for the probabilities and in much lower values for low en-
ergy coef�cients. Furthermore, the probabilities ascribed

to each instantaneous SNR are with higher variance res-
ulting from the Markovian nature of the model.
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